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Abstract: In this paper, we propose a new method for domain adaptation in Statistical Machine
Translation for low-resource domains in English-Vietnamese language. Specifically, our method
only uses monolingual data to adapt the translation phrase-table, our system brings improvements
over the SMT baseline system. We propose two steps to improve the quality of SMT system: (i)
classify phrases on the target side of the translation phrase-table use the probability classifier
model, and (ii) adapt to the phrase-table translation by recomputing the direct translation
probability of phrases.

Our experiments are conducted with translation direction from English to Vietnamese on two very
different domains that are legal domain (out-of-domain) and general domain (in-of-domain). The
English-Vietnamese parallel corpus is provided by the IWSLT 2015 organizers and the
experimental results showed that our method significantly outperformed the baseline system. Our
system improved on the quality of machine translation in the legal domain up to 0.9 BLEU scores
over the baseline system,...

Keywords: Machine Translation, Statistical Machine Translation, Domain Adaptation.

1. Introduction may include quite heterogeneous topics and
o ] ) these topics wusually define a set of
Statistical Machine ~Translation (SMT) terminological lexicons. Terminologies need to
systems [1] are usually trained on large be translated taking into account the semantic
amounts of bilingual data and monolingual context in which they appear.
target language data. In general, these corpora The Neural Machine Translation (NMT)

approach [2] has recently been proposed for

* Corresponding author. machine translation. However, the NMT
E-mail address: luanpn@dhhp.edu.vn method requires a large amount of parallel data
and it has some characteristics such as NMT
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system is too computationally costly and
resource, the NMT system also requires much
more training time than SMT system [3].
Therefore, SMT systems are still being studied for
specific domains in low-resource language pairs.

Monolingual data are usually available in
large amounts, parallel data are low-resource
for most language pairs. Collecting sufficiently
large-high-quality parallel data is hard, especially
on domain-specific data. For this reason, most
languages in the world are low-resource for
statistical machine translation, including the
English-Vietnamese language pair.

When SMT system is trained on the small
amount of specific domain data leading to
narrow lexical coverage which again results in
low translation quality. On the other hand, the
SMT systems are trained, tuned on specific-
domain data will perform well on the
corresponding domains, but performance
deteriorates for out-of-domain sentences [4].

Therefore, SMT systems often suffer from
domain adaptation problems in practical
applications. When the test data and the training
data come from the same domains, the SMT
systems can achieve good quality. Otherwise,
the translation quality degrades dramatically.
Therefore, domain adaptation is of significant
importance to developing translation systems
which can be effectively transferred from one
domain to another.

In recent years, the domain adaptation
problem in SMT becomes more important [5]
and is an active field of research in SMT with
more and more techniques being proposed and
applied into practice [5-12]. The common
techniques used to adapt two main components
of contemporary state-of-the-art SMT systems:
The language model and the translation model.
In addition, there are also some proposals for
adapting the Neural Machine Translation
(NMT) system to a new domain [13, 14].
Although the NMT system has begun to be
studied more, domain adaptation for the SMT
system still plays an important role, especially
for low-resource languages.

This paper presents a new method to adapt
the translation phrase-table of the SMT system.
Our experiments were conducted for the
English-Vietnamese language pair in the
direction from English to Vietnamese. We use
specific domain corpus comprise of two
specific domains: Legal and General. The data
has been collected from documents, dictionaries
and the IWSLT 2015 organisers for the
English-Vietnamese translation task.

In our works, we train a translation model
with parallel corpus in general domain, then we
train a probability classifier model with
monolingual corpus in legal domain, we use the
classification probability of phrase on target
side of phrase translation table to recompute the
direct translation probability of the phrase
translation table. This is the first adaptation
method for the phrase translation table of the
SMT system, especially for low-resource
language pairs as English-Vietnamese language
pair. For comparison, we train a baseline SMT
system and a Neural Machine Translation
system (NMT) to compare with our method.
Experimental results showed that our method
significantly outperforms the baseline system.
Our system improved the translation quality of
the machine translation system on the out-of-
domain data (legal domain) up to 0.9 BLEU
points compared to the baseline system. Our
method has also been accepted for presentation
at the 31st Asia Pacific conference on language,
information and computation.

The paper is organized as follows. In the
next section, we present related works on the
problem of adaptation in SMT,; Section 3
describes our method; Section 4 describes and
discusses the experimental results. Finally, we
end with a conclusion and the future works in
Section 5.

2. Related works

Domain adaptation for machine translation
is known to be a challenging research problem
that has substantial real-world application and
this has been one of the topics of increasing
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interest for the recent years. Recently, the
studies of domain adaptation for machine
translation have focused on data-centric or
model-centric. Some authors used out-of-
domain monolingual data to adapted the
language model. The main advantage of
language model adaptation in contrast with
translation model adaptation, these methods use
only monolingual out-of-domain data.

For many language pairs and domains, no
new-domain parallel training data is available.
In [14] machine translate new-domain source
language monolingual corpora and use the
synthetic parallel corpus as additional training
data by using dictionaries and monolingual
source and target language text.

In [5] build several specific domain
translation systems, then train a classifier model
to assign the input sentence to a specific
domain and use the specific domain system to
translate the corresponding sentence. They
assume that each sentence in test set belongs to
one of the already existing domains.

In [11] build the MT system for different
domains, it trains, tunes and deploys a single
translation system that is capable of producing
adapted domain translations and preserving the
original generic accuracy at the same time. The
approach unifies automatic domain detection and
domain model parameterization into one system.

In [15] used a source classification
document to classify an input document into a
domain. This work makes the translation model
shared across different domains.

Above related works automatically detected
the domain and the classifier model works as a
“switch” between two independent MT
decoding runs.

There are many studies of domain
adaptaion for SMT, data-centric methods
usually focus on selecting training data from
out-of-domain parallel corpus and ignoring out-
of-domain monolingual data, which can be
obtained more easily.

Our method has some differences from
above methods. For adapting to the translation
phrase-table of SMT system, we build a
probability classifier model to estimate the

classification probability of phrases on target
side of the translation phrase-table. Then we use
these classification probabilities to recompute
the direct phrase translation probability ¢ (e|f).

3. Our method

In phrase-based SMT, the quality of the SMT
system depends on training data. SMT systems
are usually trained on large amounts of the
parallel corpus. Currently, high-quality parallel
corpora of sufficient size are only available for a
few language pairs. Furthermore, for each
language pair, the sizes of the domain-specific
corpora and the number of domains available are
limited. The English-Vietnamese is low-resource
language pair and thus domains data in this pair
are limited, for the majority of domains data, only
a few or no parallel corpora are available.
However, monolingual corpora for the domain are
available, which can also be leveraged.

The main idea in this paper is leveraging out-
of-domain monolingual corpora in the target
language for domain adaptation for MT. In the
phrase-table of SMT system, a phrase in the
source language may have many translation
hypotheses with a different probability. We use
out-of-domain monolingual corpora to recompute
the scores of translation probability of these
phrases which are defined in out-of-domain.

There are many studies of domain adaptation
for SMT, which can be mainly divided into two
categories: data-centric and model-centric. Data-
centric methods focus on either selecting training
data from out-of-domain parallel corpora based on
a language model or generating parallel data.
These methods can be mainly divided into
three categories:

* Using monolingual corpora.

* Synthetic parallel corpora generation.

» Using out-of-domain parallel corpora:
multi-domain and data selection.

Most of the related works in section 2 use
monolingual corpora to adapt language model
or to synthesize parallel corpora, or models
selection which are trained with different
domains. The English-Vietnamese is low-
resource parallel corpora, thus we propose a
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new method which only uses monolingual
corpora to adapt the translation model by
recomputing the score of phrases in the phrase-
table and to wupdate the phrase’s direct
translation probability.

In this section, we first give a brief
introduction of SMT. Next, we propose a new
method for domain adaptation in SMT.

3.1. Overview of phrase-based statistical
machine translation

The figure 1 illustrates the process of phrase-
based translation. The input is segmented into a
number of sequences of consecutive words (so-
called phrases). Each word or phrase in English is
translated into a word or phrase in Vietnamese,
respectively. Then these output words or phrases
can be reordered.

Input sentence am living peaceful country

—]
._‘,.,

1 1 ><

Sentence s reordered | - Toi dang sing mét a8t nude thanh_binh

in
Output sentence | ~ Toi dang sting tai mot thanh_binh dat_nudc
tai

Figure 1. Example illustrates the process
of phrase-based translation.

The phrase translation model is based on
the noisy channel model [16]. It uses Bayes rule
to reformulate the translation probability for
translating a input sentence f in one language

Source Language Sentence

,

Decoding

M
e = argmax » A,h, (e f)
€ m=1

N

into output sentence e in another language. The
best translation for a input sentence f is as
equation 1:
e=argmaxp(e)p(e| f) (@)
e

The above equation consists of two
components: A language model assigning a
probability p(e) for any target sentence e, and a
translation model that assigns a conditional
probability p(e|f). The language model is
trained with monolingual data in the target
language, the translation model is trained with
parallel corpus, the parameters of translation
model are estimated from a parallel corpus, the
best output sentence (e) corresponding to an
input sentence (f) is calculated by the after
formula 2 and 3.

e=argmaxp(e| 1) ()

M
=argmax) A.h.(e. f) (3)
€ m=1

where h is a feature function such as

language model, translation model and A

corresponds to a feature weight.

The Figure 2 describes the architecture of
phrase-based statistical machine translation
system. There is some translation knowledge that
can be used as language models, translation
models, etc. The combination of component
models (language model, translation model, word
sense disambiguation, reordering model,...).

Language Model: hl(e, f)

A

2

|

‘ Target Language Sentence

Translation Model: h:(e,f)

h 4

WSD Model:

hy(e. f)

Figure 2. Architecture of phrase-based statistical machine translation.
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3.2. Translation model adaptation based on
phrase classification

One of the essential parts of our
experiments is the classifier used to identify the
domain of a target phrase in the phrase-table,
the accuracy of the classifier is very important
in the final translation score of the sentences
from the test set data. The Maximum Entropy
was chosen to be the classifier for
our experiments.

In this section, we first give an introduction
of the maximum entropy classifier. Next, we
describe our method for domain adaptation
in SMT.

3.2.1. The Maximum Entropy classifier

To build a probability classification model,
we use the Stanford classifier toolkit! with
standard configurations. This toolkit uses a
maximum entropy classifier with character
n-grams features,... The maximum entropy
classifier is a probabilistic classifier which
belongs to the class of exponential models. The
maximum entropy is based on the principle of
maximum entropy and from all the models that fit
training data, select the one which has the largest
estimate probability. The maximum entropy
classifier is usually used to classify text and this
model can be shown in the following formula:

exp(Q_A fi (%, )

- < 4
AR Yo AT I

where A, are model parameters and f, are

features of the model [17].

We trained the probability classification
model with 2 classes which are Legal and
General. After training, the classifier model was
used to classify a list of phrases in the phrase-
table in target side, we consider these phrases to
be in the general domain at the beginning. The
output of the classification task is a probability
of phrase in each domain (P(legal) and
P(general)), some results of the classification
task as in the Figure 3.

! https://nlp.stanford.edu/software/classifier.ntml

phrases in p-table P(legal) P(general)

t01_pham 9.991 0.009
hOp_phap 9.551 0.449
phap_1y 9.891 0.109
biu_tuOng 9.519 0.481
b _phan 0.688 0.312
cdnh_sat 0.986 0.014
hiép_hoi 9.633 0.367
hdu_qud 8.977 8.023
tham_quyén 0.986 0.014
tinh_vi 9.870 0.130
tinh_hubng 0.642 9.358
anh_hudng 0.742 9.258
xU_ 1y 9.996 0.004
bubc_toi 9.951 0.049
han_ché 9.840 9.160
tinh_hubng 0.642 8.358
bat_hop_phap 9.996 0.004
pham_phap 0.930 0.070
trai_phép 9.690 0.310
thuc_thi 9.976 0.024
thi_hanh 9.938 0.062

Figure 3. Some results of the classification task.

3.2.2. Phrase classification for domain
adaptation in SMT

The State-of-the-art SMT system uses a
log-linear combination of models to decide the
best-scoring target sentence given a source
sentence. Among these models, the basic ones
are a translation model P(elf) and a target
language model P(e).

The translation model is a phrase translation
table; this table is a list of the translation
probabilities of a specified source phrase f into
a specified target phrase e, including phrase
translation probabilities in both translation
directions, the example about the structure of
phrase translation table as the Figure 4.

confirm ||| khang_dinh ||| 0.0571429 0.0238695 0.769 6.142857

confirm ||| xdc_minh duQc khéng ||| 1 ©.8370849 0.2 0.000728863
confirm ||| xac_nhan ||| ©6.8625 0.89375 6.2 6.214286

confirm ||| xac_nh@n dugc ||| 1 0.0469315 0.2 0.0306122
consequences ||| héu_qué ||| ©.240586 0.259494 0.965 0.465989

consequences ||| hé_qud ||| ©.151515 ©.206897 ©.186383 0.136364
consequences ||| két_qué ||| ©.00448431 0.0088889 0.0425532 0.0909091
copyright ||| ban quyén ||| 6.543478 ©.532258 0.994 0.66

copyright ||| bdo_h® ||| 6.142857 6.637637 6.627627 0.02

crime ||| pham_tOi ||| ©.454545 0.181818 0.949 6.8930233
crime ||| tOi_161 ||| ©.0238095 0.06178571 0.6149254 0.8116279
crime ||| tOi_pham ||| ©.381579 0.275862 0.994 6.372093

crime ||| tOi 4 ||| 0.48625 ©.348837 0.19403 0.174419

Figure 4. Example of phrase translation scores
in phrase-table.
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In the Figure 4, the phrase translation
probability distributions ¢ (fle) and ¢ (eff), lexical
weighting for both directions. Currently, four
different phrase translation scores are computed:

1. Inverse phrase translation probability ¢ (fle).

2. Inverse lexical weighting lex(fle).

3. Direct phrase translation probability
¢ (elf).

4. Direct lexical weighting lex(e|f).

In this paper, we only conduct the
experiments with translation direction from

English to Vietnamese, thus we only investigate
the direct phrase translation probability ¢ (e|f)
of the phrase-table, the translation hypothesis is
higher probability ¢ (e|f) value, that translation
hypothesis is often chosen more than another,
so we use the probability classification model
to determine the classification probability of
a phrase in the phrase-table, then we recompute
the translation probability of phrase ¢ (elf)

of this hypothesis based on the classification

List of phrases in target side |vi)

Recomputed the score of direct

probability.
Genneral domain Genneral domain
Parallal [en-vi) Monolingual (vi)
/ Phrase-table

SRILM

dasm translation probability
model !

Legal domain MERM
monolingual [vi)

/ ; Language ,_"
7 Phrase-table Model

Src [en) Tet [wi)

Moses
[Decode aptimized
with MERT]

Figure 5. Architecture of the our translation model adaptation system.

Our method can be illustrated in the Figure
5 and summarized by the following:

1. Build a probability classification model
(using the maximum entropy classifier with two
classes, legal and general) with monolingual
data on legal domain in Vietnamese.

2. Training a baseline SMT system with
parallel corpus on general domain with translation
direction from English to Vietnamese.

3. Extract phrases on target side of the
phrase-table of the baseline SMT system and
using the probability classification model for
these phrases.

4. Recompute the direct translation
robability ¢ (e[f) of phrases of the phrase-table

for phrases are classified into the legal label.

4. Experimental Setup

In this section, we describe experimental
settings and report empirical results.

4.1. Data sets

We conduct experiments on the data sets of
the English-Vietnamese language pair. We
consider two different domains that are legal
domain and general domain. Detailed statistics
for the data sets are given in the Table 1.
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Out-of-domain data: We use monolingual
data on legal domain in the Vietnamese
language, this data set is collected from
documents, dictionaries,... consists of 2238
phrases, manually labelled, including 526 in-of-
domain phrases (in legal domain and label is
Ib_legal) and 1712 out-of-domain phrases (in
general domain and label is Ib-general). Here

the phrase concept is similar to the phrase
concept in the phrase translation table, this
concept means nothing more than an arbitrary
sequence of words, with no sophisticated
linguistic motivation. This data set is used to
train the probability classification model by the
maximum entropy classifier with 2 classes,
legal and general.

Table 1. The Summary statistical of data sets: English-Vietnamese

L
Data Sets ang.uage -
English  Vietnamese
Sentences 122132
. Average Length 15.93 15.58

Training
Words 1946397 1903504
Vocabulary 40568 28414
Sentences 745

Dev Average Length 16.61 15.97
Words 12397 11921
Vocabulary 2230 1986
Sentences 1046

General-test Average Length 16.25 15.97
Words 17023 16889
Vocabulary 2701 2759
Sentences 500

Legal-test Average Length 15.21 15.48
Words 7605 7740
Vocabulary 1530 1429

Additionally, we use 500 parallel sentences
on legal domain in English-Viethnamese pair for
test set.

In-of-domain data: We use the parallel
corpora sets on general domain to training SMT
system. These data sets are provided by the
IWSLT 2015 organisers for the English-
Vietnamese translation task, consists of 122132
parallel sentences for the training set, 745
parallel sentences for development set and 1046
parallel sentences for the test set.

Preprocessing: Data preprocessing is very
important in any data-driven method. We
carried out preprocessing in two steps:

+ Cleaning Data: We performed cleaning in
two phases, phase-1: Following the cleaning

process described in [18] and phase-2: Using
the corpus cleaning scripts in Moses toolkit [19]
with minimum and maximum number of tokens
set to 1 and 80 respectively.

+ Word Segmentation: In English,
whitespaces are used to separate words [20] but
Vietnamese does not have morphology [21] and
[20]. In Vietnamese, whitespaces are not used
to separate words. The smallest meaningful part
of Vietnamese orthography is a syllable [22].
Some examples of Vietnamese words are
shown as follows: single words "nha" - house,
"nhat" - pick up, "mua" - buy and "ban" - sell.
Compound words: “mua-ban” - buy and sell,
“pan-ghé”- table and chair, “cay-cbi” - trees,
“dudng-x4” - street,  “hanh-chinh” -
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administration. Thus, a word in Vietnamese
may consist of several syllables separated by
whitespaces.

We used vntokenizer toolkit [23] to
segment for Vietnamese data sets, this
segmentation toolkit is quite popular for
Vietnamese and we used tokenizer script in
Moses to segment for English data sets.

4.2. Experiments

We performed experiments on the Baseline-
SMT and Adaptaion-SMT systems:

53

» The Baseline-SMT is a SMT baseline
system. This system is the phrase-based
statistical machine translation with standard
settings in the Moses toolkit? [24], this is a
state-of-the-art open-source phrase-based SMT
system. In our systems, the weights of feature
functions were optimized using MERT [25].
The Baseline-SMT is trained on the general
domain (in-of-domain) data set and the
Baseline-SMT system is evaluated sequentially
on the General-test and Legal-test data sets.

Source sentences

Target sentences

(on the Legal domain)

SMT sy

Adaptation_SMT system

NMT system

Google Translate

budi tigc 43 nhan dugc s

services had accounba& for
37.98 percent of vietnam ‘s
gdp in 2004

van .
dich_wvu d& chim 37.98%
cla vigt_nam |3 gdp v&o ném
2004 .

o dich_vy d3 chigém 37.98%
cua vigt_nam |a gdp vao
nam 2004 .

nhifng phan_trém trong s
gdp cla viét nam trong su
kim_kep cia gdp & dorsst .

the working party fook mote| bira tigc [am_vigc mét_mhac | nhom lam_vigc ghi mhin cam_ké&t v& nhiing nhdm lam viéc d3 furiy g ban cdng téc d3 gfi_nhdn
of this commitment . &5 cam_k&t ndy . cam_k&t ndy . khigm_khuy&t cia su cam ket nay. cam_ké&t ndy .
cam_két nay .
according to the gemeral theo tong_quat P . = theo cic vdm_phdng P
statistical offi w sna Hhone ké theo fdng_cuc thing ké thing ke, dich. vu 45 cd Theo oo guan Hhidng ké theo tiing_cuc thing kE

chung, cac dich vu d3 chigm
37,98% gdp cua Vigt Nam
nam 2004,

'
dich_wu chiém 37,96% gdp
nam 2004 cla vigt_nam .

renewable certificates
walid for five years were
granted by the construction
departments of dties and
provines .

gidy chimg_nhén &di taocd
gi&_tri trong 5 ném qua 3
c3u_tric cua cac thanh_phd
wa dai_luc .

gidy_phép gia_han cé

gia_tri trong 5 ndm bdi
cdu_tric cla cac

thanh_phd va dai_luc .

nhiing mau gidy i £a0 cd
gid_tri trong 5 naém |3 do cac
nha hoat_ddng x&y_dung
cla cac thdnh_phé va e
quan bién_ddng .

Gidy ching nhan £&7 fae oo

gid tri trong nam nam dugc

icap bdi cac 5@ xdy dung cla
thanh phd va cac tinh.

=3 xdy dung cac tinh va
thanh_ph& cdp gify_phép
hanh_ngh# b higu_luc 5
ndm va cac gidy_phép ndy
co_thé dugc gia_han .

the economic police
received specialized training
on intellectual property
enforcement .

canh_sat kinh_t& duoc
dao_tao chuyén vé oo’_quam
s _hifu_tri_tué .

cénh_sét kinh_tS dugc
dao_tao chuyén v&
thuc thi

quyEn_sd_hiu_tri_ tué.

canh_sat dugc dao_tao
chuyén vié cac ngan
vi_pfiam s_hiu_tri_tué .

canh sat kinh t€ dugc dao
tao chuyén mén vE B 8
sd hilfu tr tug.

canh_sat kinh_t& dugc
dao_tao chuyén_s3u v&
thwric_thiquyEn_sd_hin
tri_tug .

procedure could be used
by the civil court if
necessary in accordance
with civil procedure code
of 2004 .

cd_thé dinge sir_dung bdi
nhiing tod dan_su néu
can_thigk theo thdd_ e
dim_sy'm& ola nadm 2004 .

sir_dung bdi toa dén_sur
néu can_thiét theo
bd ludt th_tuc din sy
clia ndm 2004 .

cdi_thé dugc str_dung bai
toa_an dan_su néu can_thigt
trong fé_thdng din_su
clia nam 2004 .

Iministrative o hanh,_chinh chi . cdc bién_phap cac bién_phap quan_Iy chi picn phép hénh chinh chi cic bign_phap hanly_chinf

- . . o hanky_cfin chi &p dung dp_dung vao mhifig - s g . chi &p_dung vdi nfiiing
measures only applied to ap_dung cho h&nft_ddng o cac hank vi hanky déng thip ap dung cho cac faal w T 5 tinh
acts of low gravity . cua trong _fuicthdp . oo v P tap Uz trong fuethip. anin_vico tnn,

nmgfiém_trong thap . nhing thién_th& thap . nghiém_trongthip .

evidence collected during s . N béng_chimg thu_thap dugc x . N = p - chimg_or thu duge trong
. N bang_chimg thu_thdp dugc 5 bang_chimg dugc thu_thap bdng chimg thu thip trong PR Cpe
an administrative trong mit ca hanfy_ chink trong t.ﬁu{_fpr ng mit thei Fu in I Gt thii tuc hank chinh <6 qud_trinh xar F

thé dugc sir dung béi tha an
dan s néu can thiét theo
quy tac £5 tung dan su’
nam 2004,

hanh_chinf s& dugc
sir_dung tai tha dan_su nfu
thay can_thigt theo bg_fudt
13" tung din_sg'nam 2004

Table 3. Some examples in our experiments.

* The Adaptation-SMT is based on the
Baseline-SMT system after being adapted to the
translation model by recomputing the direct
translation probability ¢ (e|f) of phrases in the

phrase translation table, the Adaptaion-SMT is
evaluated on the Legal-test data set?.

We train a language model with 4-gram and
Kneser-Ney smoothing was used in all the
experiments. We used SRILM?® [26] as the

2 http://www.statmt.org/moses/
3 http://www.speech.sri.com/projects/srilm/

language model toolkit. For evaluate translation
quality of the Baseline-SMT system and
Adaptaion-SMT system, we use the BLEU
score [27].

For comparison, we also built a Neural
Machine Translation (NMT) system use
OpenNMT toolkit* [28], the NMT system is
trained with the default model, which consists
of a 2-layer LSTM with 500 hidden units on
both the encoder/decoder.

4 http://opennmt.net/
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4.2.1. Results

Table 2. The experiment results of the Baseline-
SMT system and Adaptaion-SMT system

SYSTEM BLEU SCORE
Baseline-SMT (General-test)  31.3
Baseline-SMT (on Legal-test)  28.8
Adaptaion-SMT (on Legal-test) 29.7
Baseline-NMT (on General-test) 30.1
Baseline NMT (on Legal-test) 20.9

The Table 2 showed that the baseline
systems (the SMT and NMT system) are trained
on the general domain data set, if the test data
set (here is the General-test data set) is in the
same domain as the training data, the BLEU
score will be 31.3 for the Baseline-SMT system
and 30.1 for the Baseline-NMT system. If the
test data set is on the legal domain (here is the
Legal-test data set), the BLEU score will be

28.8 for the Baseline-SMT system and 20.9 for
Baseline-NMT system.

The Table 2 also showed that the SMT
system is trained on the general domain if the
test domain is different from the training
domain, the quality of the translation quality is
reduced. In these experiments, the BLEU score
was reduced by 2.5 points from 31.3 to 28.8.
The Adaptaion-SMT system is adapted by our
technique will improve the quality of the
translation system. In these experiments, the
BLEU score is improved to 0.9 points from
28.8 up to 29.7.

The experiment results also showed that the
SMT system has better results than the NMT
system when translation systems are trained
with the same low-resource domains of
English-Vietnamese language pair such as legal
domain and some other domains.

4.2.2. Analysis and discussion

renewable | || c6_th& tdi_taoco ||| 10.0330019 0.0909091 0.00108034 | || 0-00-1 ||| 1111 |]] |||
renewable | || c&_thé& tii tao | | | 0.0666667 0.0330019 0.0909091 0.0443787 | || 0-00-1 ||| 15121 |]] |]]
renewable ||| nltai_tao ||| 0.250.0525026 0.0909091 0.0295858 | || 0-00-1 | [[4111]]] |]]

renewable | | | nang_lwong sach | | | 0.0625 0.00366395 0.0909091 0.00147929 | || 0-00-1 ||| 16111 ]| |]]
renewable | | | tai khdi_phuc | || 10.0160714 0.0909091 0.00147529 | || 0-00-1 ||| 1111 ]]] |]]
renewable | | | tai khéi_phuc dwoc ||| 10.0160714 0.0909091 0.0000390215 | | | 0-00-1 ||| 1111 [[] []]
renewable | || tii_tao | | | 0.0641026 0.0657895 0.454545 0.384615 | | | 0-0 ||| 78115 ||| |||

Figure 6. Examples about the direct translation probability of this phrase in phrase-table.

Some examples in the Table 3, when
systems translate source sentences in legal
domain from english to vietnamese language. In
the third sentence, the phrase “renewable” in
context “renewable certificates valid for five
years were granted by the construction
departments of cities and provinces” (source
sentence column) should been translated into
“gia-hgn” as reference sentence but the
Baseline-SMT system has translated the phrase
“renewable” into “tai-tgo”, the NMT system
has translated that phrase into “ti-tg¢0”, the
Google Translate has translated that phrase into
“tai tgo” and the Adaptaion-SMT system has
translated the phrase '‘renewable™ into “gia-
han” like reference sentence.

The first, the Baseline-SMT system has
translated the phrase “renewable” into “tai-

ta0” because the direct translation probability
(4th column in Figure 6) of this phrase in
phrase-table of Baseline-SMT system is highest
(0.454545), and the direct translation
probability into  “gia-hen” is  lower
(0.0909091). Therefore, when the SMT system
combines component models as formulas 1, the
ability to translate into “tai-tge” will be higher
“gia-han”.

Later, apply the phrase classification model
to compute the probability of “gia-hgn” and
"renewable" phrase in legal domain, the
probability of “gia-hgn” is higher than that,
then update this value to phrase-table and the
direct translation probabilitys ¢ (e|f) of phrase

are recomputed. Therefore, the Adaptation-
SMT has translated “renewable” phrase into
“gia-han”
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Some other examples in the Table 4.2
showed that translation quality of Adaptaion-
SMT system is better than the Baseline-SMT
system and with low-resource translation
domains in English-Vietnamese language, the
SMT system has more advantages than the
NMT system.

5 Conclusions and future works

In this paper, we presented a new method
for domain adaptation in Statistical Machine
Translation for low-resource domains in
English-Vietnamese language pair. Our method
only uses monolingual out-of-domain data to
adapt the phrase-table by recomputing the
phrase’s direct translation probability ¢ (e|f).

Our system obtained an improved on the quality
of machine translation in the legal domain up to
0.9 BLEU points over baseline. Experimental
results show that our method is effective in
improving the accuracy of the translation.

In future, we intend to study this problem
with other domains, the benefits of word
embedding in phrase classification and integrate
automatically our technique to decode of
SMT system.
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